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1. INTRODUCTION

In this final report we present Ol work performed during
the period Jure 8, 1979 to July 31, 1980 in the area of speech
compression and synthesis. The reader is referred to thr.e
previous annual report [1] for work performed between April 6,

1978 and June 7, 1979 under this contract.

In Section 1.1 we give a very brief list of the major
accomplishments in the past year. The reader is referred to the
body of the report for details on these as well as other
accomplishments. An outline of this repcrt 1is given in Section
e 12 5 In Section 1.3, we give a list of the presentations and
publications for past year. The publications are inciuded in the

Appendix.

1.1 Major Accomplishments

a) Completed the labelling of the diphone data base for
phonetic synthesis. The total number of diphones is
now 2733.

Generalized the phonetic synthesis program to allow the
use of phonological rules combined with diphone
templates.

Improved the algorithms used by the phonetic synthesis
program for gain normalization and time warping.

b) Wrote program to interface the MITALK text-to-speech

program to our diphone synthesis program.
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c) Developed the Harmonic Deviations Vocoder for LPC
analysis/synthesis. This new method models the speech
spectrum more accurately by compensating for the
spectral errors in the LPC spectrum at the pitch
harmonics.

d) Designed and implemented a phonetic recognition program
that compares input speech to a network of diphone
templates. This program produces a sequence of
phonemes, durations and pitch values suitable for input
to the phonetic synthesis program. An initial network
has been constructed from the diphone template data
base. The program also allows the user to augment the
diphone network interactively.

e) Implemented extended addressing in the BCPL compiler
»nd our user programs under the KL-10 TOPS20-Release 4
monitor. This allows data structures of up to 8
million words to be addressable by a single user
process. This improvement enables the entire diphone
network to be "in core" at all times.

f) Implemented and tested an embedded-code multirate

adaptive transform coding system capable of operating
at an arbitrary data rate in the range 2.5 to 9.6 kb/s.

1.2 Outline

In Section 2 we describe this year”s work on the phonetic
synthesis part of the very-low-rate (VLR) phonetic vocoder. Our
initial design and implementation of the phonetic recognition
part of the phonetic vocoder is discussed in Section 3. Section
4 contains a description of our embedded-code multirate adaptive

transform coding system.
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1.3 Presentations and Publications

During the past year, we gave a number of oral presentations
at the regular ARPA Network Speech Compression (NCC) Meetings.
In addition, we made five presentations at conferences and had

one paper publishec These were:

a) M. Berouti and J. Makhoul, "An Adaptive-Transform
Baseband Coder," Proceedings of the 97th Meetlng of the
Acoustical Society of America, paper MMI%, pp. 377- 380,
June, 1979.

b) J. Makhoul, "A Fast Cosine Transform in One and Two
Dimensions," IEEE Trans. on Acoustics, Speech and
Signal Processing, Vol. ASSP-28, pp. 27-34, Feb. 1980.

c) M. Berouti and J. Makhoul, "An Embedded-Code Multirate
Speech Transform Coder," IEEE Int. Conf. on Acoustics,
Speech and Signal Processing, Denver, CO, pp. 356-359,
April 1980.

d) R. Schwartz, J. Klovstad, J. Makhoul and J. Sorensen,
"A Preliminary De51gn of a Phonetic Vocoder Based on a
Diphone Model," IEEE Int. Conf. on Acoustics, Speech
and Signal Processing, Denver, CO, pp. 32-35, April
1980.

e) J. Makhoul, R. Schwartz, J. Klovstad and J. Sorensen,
"Phonetic Recognition and Synthesis in a Total
Communication System," Presented at the Dallas
Symposium on Voice-Interactive Systems, May 1980.

Copies of papers a) - d) are given in the Appendix.

i
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2. PHONETIC SYNTHESIS

2.1 Introduction

The phonetic synthesizer is one of the two essential
components in our proposed very-low-rate (VLR) speech
transmission system [2]. Operating at a data rate of about 100
bits per second, the VLR vocoder models speech in terms of
phoneme sized units. A block diagram of this system is shown in

Figure 1.

This figure shows that input speech undergoes analysis which
results in a set of phonemes, phoneme durations and pitches. A
phoneme and its associated value of duration and pitch is called
a "triplet". Speech rates are typically about 12 phonemes per
second, and since each triplet can be encoded into 8 bits, the
data rate in the transmission channel is about 100 bits per
second. Once the triplets are decoded at the receiving end, a
phonetic synthesizer reconstructs the original speech. The
phonetic synthesizer must have a stored speech data base to
perform this resynthesis. Furthermore, the analysis program must
also have access to a data base of phonetically labeled speech.
We have designed our phonetic vocoder such that both the analysis

and synthesis programs can use essentially the same phonetic data
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base. Once a suitable data base has been created, the phonetic
synthesis program can produce speech. The phonetic synthesis

program:

a) translates the input phoneme sequence into a diphone
sequence;

b) selects the most appropriate diphone template
(depending on the local phonetic context) ;

¢' time-warps each of the diphone templates to produce a
gain track and 14 LAR parameter tracks of the specified
durations;

d) smooths between adjacent warped diphone templates to
minimize gain and spectral discontinuities;

e) reconstructs continuous pitch tracks by linear
interpolation of the single pitch values given;

f) determines the cutoff frequency and voicing using
knowledge of the phoneme being synthesized;

g) converts resulting LAR parameter tracks to LPC
parameter tracks;

h) uses the resulting sequence of LPC, pitch, gain, and
cutoff frequency (specified every 10 ms) as input to
control an LPC speech synthesizer.

2.2 Diphone Data Base

1

In this section we briefly review what we mean by a
"diphone", and then describe the efforts in labeling the data

base and in developing a specification for diphone context.

2.2.1 The Diphone Concept

The phonetic synthesizer is designed around the concept of a
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"diphone". A diphone is defined as the region from the middle of
one phoneme to the middle of an adjacent phoneme. As noted
above, the synthesizer must be provided with a data base

containing any diphone which would be needed to synthesize a

given utterance. For example, synthesizing the word "fan"
requires a total of four diphones: [- F], [F AE], [AE N] and
[N -] ("-" represents "silence"). The synthesizer would locate

templates for these diphones in its data base, perform the
appropriate concatenation and time warping of stored spectral and
durational parameters, and then synthesize output speech. The
consequence of this method is that a fairly large number of
diphone templates must be available to the synthesizer as a data
base. In our vocoder system, these templates are extracted from

nonsense utterances recorded by a single speaker in a quiet room.

2.2.2 Labeling

By labeling, we are referring to the task of marking
phonetic boundary locations in the nonsense utterances. BOE
example; consider the nonsense phrase "mee mee meem" . This
phrase contains several instances of the diphones [M IY] and
[IY M], and one instance of the diphones [- M] and [M -]. Using

our interactive software and display programs, a phonetician

places labels at any or all of the phoneme boundary locations in
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this utterance. The speech information for diphones is then
appropriately extrac-ed from other files and placed together with

all other diphones to form the data base.

A large effort was invested this year in hand-labeling this
diphone data base. The initial labeling was completed about half
way through the vyear, and since that time we have added some new
diphones as well as eliminated a few unnecessary ones. At

present, the data base contains 2733 diphones.

We recently completed the addition of about 50 diphones
containing flapped "t" (as in "butter") in various vowel
contexts. There are likely to be a few more minor additions to
the data base as we encounter diphones in particular phonetic
contexts. Appendix A gives a classification of the data base and

Appendix B contains an exhaustive list of the 2733 diphones.

2.2.3 Specification of Context

The data base and the phonetic vocoder system are designed

so that it 1is possible to specify explicitly the immediate

phonetic context of the diphones. Consider the two phrases "gray
train" and "great rain". There is considerable variation in the
/t/ in these two cases; in particular, the aspi%ation following

the /t/ release is longer when it is found in the /tr/ consonant
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cluster and its burst frequencies are much lower. As a result,
we must have two [T R] diphones in the data bas=; one where the
/tr/ is part of a consonant cluster and another where the /t/ and
/r/ are separated by a syllable boundary. In the case of the
intervening boundary, the diphone is designated as [T4#R], and in

the consonant cluster as (T R].

The phonatic vocoder also makes use of implicit context. By
judicious choice of the inventory of phonemes, Wwe€ can 1in some
cases eliminate the need to specify explicit context. For
example, most phonetic transcriptions of the word "here" contain
the phonemes /h/, i/ and either /r/ or an r-colored schwa
vowel. In our vocoder, the transcription is [H] followed oy the
vowel [IR]. The fact that the /i/ occurs 1in the context of a
following /r/ is therefore taken into account simply by calling
/i/ followed by /r/ a separate phoneme, rather than by labeling
the /i/ as having occurred in the context of a following /r/.
The phonetic inventory also contains four other r-colored vowels
(e.g.. as in there. far, poor , and four, written

—

[EYR, AR, UR, OR]. "or", respec

2.2.4 Rule-Based synthesis

There are occasions when it is advantageous to synthesize

particular phonemes by rule rather than by storing and recalling
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parameters of real speech in the data base. One such case 1is the
glottal stop phoneme, as in between tne two words "three eagles”.
The major acoustic manifestation of the glottal stop is a sudden
drop followed by a ¢radual rise in both pitch and energy. We
have implemented such a rule in the synthesizer, which eliminates
the need to have diphones containing glottal stops in the data

base.

Another rule which was recently implemented was to lower the
energy during the phoneme "silence" to a low level. We found low
level noise existing in our "synthetic silence", and since it was
supposed to be silent, the obvious solution was to force it to be
so. Both of these rules have been tested and are well received

by listeners.

2.3 Diphone Testing

In order to test both the synthesizer and its data base of
diphones, we have carried out a process of testing and
evaluation. Two basic methods are used. The first 1s to
generate nonsense utterances from a set of rules contained in the
synthesis program. The second is to synthesize a complete
sentence by inputing a phonetic transcription of an actual

sentence, and then comparing the synthetic output to the original

10
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utterance. These methods of testing are described below.

2.3.1 Automatic Sequence Generation
As described in QPR #5 [3], one of the automatic sequence
generators in the synthesizer produces nonsense utterances of the

form:

cvC - VCV - CVCVCV,
where C and V are a given vowel and consonant. OncCe a vowel 1is
specified, the program synthesizes the utterance with all
possible consonants in place of C. These utterances are
subsequently played back for evaluation by listeners. In this
manner, we can test any vowel-consonant Ofr consonant-vowel

diphone contained in the data base.

Testing consonant-consonant diphones 1is accomplished by
generating sequences of the form:
C{VC, C1VC5.
For a given consonant Cq and vowel V, all possible consonants C»
are used to generate a group of utterances. The synthesizer also
allows a phoneme sequence toO be typed 1in directly from a

keyboard, if a specific phoneme string is desired.

These sequence generators and the option for keyboard input

allow us to test the diphones in an exhaustive fashion. We have

11
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completed the testing of the consonant-consonant diphones, and
have begun testing the consonant-vowel diphones. This testing
has allowed us to isolate several program bugs 1in the diphone

concatenation and interpolation routines (See below).

2.3.2 Complete Sentences

The synthesis of complete sentences involves sending the
phonetic transcription of a particular sentence (in the form of
triplets, each comprising a phoneme, & duration and a pitch
value) to the synthesizer, and listening to the resultant speech.
About thirty sentences have been synthesized with this method of

input.

2.3.3 Debugging

Since exhaustive testing of the diphones began about the
middle of the contract vear, we have been able to uncover and
correct a number of program rugs in the synthesizer. After much
searching, we recently found the cause of sudden pops at
unvoiced-voiced boundaries, especially in the case of strident
fricatives such as "s" or "sh", where there is a large amount of
energy in the unvoiced region. Briefly, one of the programs that
extracts the waveform parameters that are compiled into the data
base was performing incorrectly at the boundary between unvoiced

and voiced segments. In QPR #7 [7], we mentioned we had tried to

12
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solve this problem by relabeling the utterances which contain
these diphones, but the newer solution is clearly the correct
one. A number of errors have also been corrected in the diphone
concatenation routines, which have resulted in a more acceptable

sounding synthetic speech output.

At the present time the synthetic speech sounds quite
natural. As the synthesizer is used in the phonetic vocoder we
will occasionally find and solve minor problems with the

synthesis to further improve the gquality.

2.3.4 Algorithm Refinements

Gain Normalization

As was mentioned in OPR No. 3 [4] and in the last Annual
Report [1], each group of recorded diphone utterances has
associated with it two normalization utterances. The synthesizer
interpolates between the levels 1in these two normalization
utterances to compute a normalization level for each diphone
utterance. The synthesizer has been changed to use this
normalization level to set the level of each diphone template.
That is, the synthesizer amplifies those diphones with a lower
normalization level under the assumption that the speaker was

talking at a lower overall level for those diphones.

13
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lie have mainly been testing the diphones by synthesizing
nonsense sentences. However, the complete senterces that we
synthesized seemed to have no problems with inappropriate levels
similar to the problems we had experienced before.

Time Warping

Two changes were made to the time warping algorithm in the
synthesis program. As discussed in the various OQPRs, the
time-warping algorithm treats the diphone template as being made
up of elastic and relatively inelastic regions. For example, the
region of the diphone template immediately surrounding the
phoneme boundary is not changed by as much as the middle region
of the phoneme. The formula that had been used previously
recuited in unreasonable time warping when the diphone template
was many times longer than the desired phonemes. Consequently,
the formula for the time warping factor during the inelastic

region has been changed.

Figure 3 shows the formula for the stretch factor during the
inelastic region as a function of the stretch factor during the
elastic region. The stretch factor 1is a number that when
multiplied by the template duration gives the resulting duration.
So if the stretch factor is 2 during the elastic region, that

region is stretched to twice its original length. As can be seen

14
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inel

SF.

(Inelastic Region)

L e o ———

Stretch Factor

I
|
|
[
|
|
|
I
I
|
k.
1

Stretch Factor (Elastic Region) SFel

FIG. 2. New Two-Region Formula for Non-Linear Time Warping

in the figure, when the stretch factor in the elastic region is
greater than 1 (i.e. the template must be stretched to match the
required duration) the inelastic region stretch factor is closer

to 1. The formula in this region is

SF SFgoy (1-B) + B

inel ©

where SFel and SFinel are the stretch factors in the elastic and

15
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inelastic regions respectively, and where B is a prodgram variable
with a value around 0.9. For example, if SFel=2 and B=0.9, then

SF l=l.l.

ine
1f the stretch factor is less than 1, then the formula is a

quadratic:

=— 2
SF =-B SFg,+ (1+B) SFgy

inel
This particular quadratic is used because 1its derivative is the

same as that in the previous formula at the boundary (SFel=1).

The program 1is given the durations of the elastic and
inelastic regions in each hal€ of the template (each half of the
template corresponés to half of one phoneme) and the required
total duration for that half of the phoneme in the synthesized
speech. It then solves for the stretch factors using the two
formulae given above. We have found that this new procedure has

resulted in the elimination of some of the unnatural transitions

that were present previously.

A second change to the time warping formula involved the
effect of speaking rate on the pronunciation of the diphones. We
had previously made the assumption that the effect of speaking
rate on time-warping of each phoneme was symmetric about the

middle of the phoneme. We have observed, however, another

16
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effect. 1In very slow speech, there tends to be a relatively fast
attack for each phoneme and a slower decay. Fig. 4 shows a

typical energy track for a vowel spoken at twn different rates.

(a)

FIG. 3. NON-SYMMETRIC TIME WARPING. a) Shows a typical energy
track for two halves of a long vowel phoneme
reconstructed from two diphone templates. The dctted
line indicates where the templates meet (corresponding
to the mwiddles of the phonemes in the nonsense
utterances). b) Shows a typical energy track for a
shorter vowel phoneme. The middle of the vowel in (a)
is mapped (dotted line) to a point after the middle in
(b) to produce the desired change in the shape of the
contour.

As can be seen, the longer version decays more slowly (even after

accounting for the overall duration change) tnan does the shorter
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version. Though not shown here, the spectral parameters also

exhibit the same non-symmetric time warping characteristics.

The solution in the time warping algorithm has been to map
the midéle of a long phoneme (the ends of two diphone templates)
to a point after the middle of the required phoneme. Thus, if
Fig. 4a shows the energy track as reconstructed by concatenating
two diphone templates, then when shortening this phoneme to the
desired phoneme duration shown in Fig. 4b, the shape of the
contour on the right side is changed by mapping the template onto
the phoneme asymmetrically. This mapping (indicated by the
dotted line connecting the two energy tracks in Fig. 4) should
result in more appropriate pronunciation over a wider range of
speaking rates. We have not yvet fully tested this new feature.

Transmitted Gain Values

In the original design of the phonetic vocoder, intonation
was conveyed by the duration and pitch values. We have found
that, occasionally, these are not sufficient; often, the level of
energy is inappropriate. The problem is distinct from the gain
normalization discussed above, which is intended primarily to

adjust for the speaking level at the time of recording.

We have added the capability to transmit with each phoneme

(or alternatively, with each vowel) an adjustment to the gain in
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the diphone templates. This adjustment 1is currently a one bit
code specifying whether the input phoneme is closer to "normal"
loudness, or reduced in level scmewhat (by 5 dB). The number of
levels and the magnitudes of the adjustments in the program are
easily modified. Using a one bit gain adjustment for each vowel
would add only 4-5 bits/second to the transmission rate, but is
likely to improve the perception of intonation. We have not yet
nad a chance to measure the improvement in quality due to this

addition.

2.4 Text-to-Speech

During this year we interfaced the MITALK unrestricted
text-to-speech system to the diphone synthesizer. Input to
MITALK is a typed text string, and its final output 1is a
digitized speech waveform. MITALK exists as a number of
different programs that ar: executed one at a time in sequence,
with communication between prodram modules occurring via ordinary
text files. Thus it is possible to examine the intermediate
output of the system at any point during processing. The last
program in the sequence is a synthesis-by-rule module which
accepts input in the form of phonemes, durations, pitch, and
stress levels. This input is similar to the input required by

our diphone synthesizer.
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The major task involved was then to convert the MITALK
string of phonemes, durations, pitches and stress values 1into a
form compatible with our synthesizer. There ar» differences in
phoneme names, ljocation of phoneme boundaries, scaling of
durations and pitches, and specification of certain phonemes in

certain contexts. (For details see QPR7) .

2.5 Harmonic Deviations

As outlined in the proposal, we started to investigate the
feasibility of improving the spectral representation for LPC
synthesis by the inclusion of the deviation of each spectral
harmonic from the smooth LPC spectral model. In order to test
out the principle of harmonic deviations we used it in an
analysis-synthesis (vocoder) environment. This work is described

in detail in QPR No. 5 [3]

The basic idea used in the Harmonic Deviations Vocoder (HDV)
is as follows. The transmitter extracts from the speech signal
and sends to the rece.ver the parameters of a smooth speech
spectral envelope model as well as the deviation at each harmonic
frequency between the speech spectrum and the spectral envelope
model. The receiver generates a pitch-period of the excitation

signal from a fixed frequency-dependent harmonic phase spectrum
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and the harmonic amplitude spectrum computed from the transmitted
deviations. The excitation signal is in turn applied to the
filter corresponding to the spectral envelope model to produce

the output speech.

As part of our phonetic synthesis project we have developed
a floating-point non-real-time simulation of an analysis-
synthesis system that uses harmonic deviations. In this
simulation, we do not quantize LPC parameters, and we employ the
first 15 harmonic deviations. We extract the harmonic deviations
from the 10-kHz sampled speech once every 10 ms. Our preliminary
experiments have shown that the addition ot harmonic deviations
to the LPC synthesis significantly increases the naturalness and ‘
fullness of the synthesized speech while reducing the buzzy

quality.
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3. PHONETIC RECOGNITION

As shown in Figure 1, we intend to use the output of a
phonetic recognizer to supply the input to the currently
available diphone synthesizer. Therefore, the recognizer must

extract from an input speech file a sequence of phonemes, each

having its own duration and pitch. We have considered two main
approaches to recognition: diphone template recognition, and
feature-based acoustic-phonetic recognition. The first method

compares unknown speech with a large inventory of diphone
templates by the use ~f a distance metric. The program chooses
as its answer the sequence of phonemes corresponding to the
sequence of diphone templates that matches the input speech most
closely according to the distance metric. The second method
involves the use of a set of analytical rules that are designed
explicitly to make some phonetic distinction. Therefore, these
rules can each use specific knowledge pertaining to a specific
phonetic distinction - rather than be restricted to a uniform
metric. The disadvantage of using acoustic-phonetic rules is
that it is hard to arrive zt a complete set of rules that result
in consistent scores. Also, it has been our experience that
mistakes made by such a program tend to be more severe.

Therefore, most of our effort durina this year has been placed on
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the diphone template approach. We still believe, however, that
at some future date, acoustic-phonetic rules can be used to
disambiguate between particular choices suggested by the first

method.

The remainder of this section 1is organized as follows.
gection 3.1 ~contains an overview of the diphone template
recognition method that we use. It details the data structures
used and the matching algorithm employed and discusses the
scoring philosophy that motivated some of tne design decisions.
In Section 3.2, we enumerate the implementation igsues that have
made the speed and storage requ._rements manageable. Any
recognition system requires some training or tuning in order to
perform well. The different modes of training that we have
implemented and envision for the future are described in Section
3.3. Finally, in Section 3.4, we report on the testing and
per formance of the initial recognition program, as well as 1its

integration into the phonetic vocoder.

3.1 Diphone Template Recognition

A great deal of thought has gone into the design of our
initial phonetic recognition system using diphone templatées.

What we hope to communicate here is the kinds of issues that were
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considered and how their consideration has influenced the decign.
Also given is the basic structure of each component of the
phonetic recognizer as it has evolved over this first year of

research.

3.1.1 Motivation for Diphone Template Recognition

The issue discussed here is that of using diphone templates
and a matcher to do phonetic recognition. There are two main
factors that are relevant to this decision. First, as 1in the
case of phonetic synthesis, using the diphone as a recognition
and synthesis unit emphasizes the significance of the phoneme
transitions. Accurately modeling the phoneme transitions 1is
important for both recognition and synthesis. Second, we know
that the output of this phonetic recognizer is going to be used
in conjunction with a phonetic synthesizer that also uses diphone
templates. Therefore, there is a strong motivation not only to
use diphone templates in the recognizer but also to use tiie same
set of diphone templates. That the same set of diphone templates
should be used for both is motivated by the fact that since the
recognizer is going to Dbe used in conjurction with the
synthesizer, using identical diphone templates for both will, at
least, guarantee that the synthesized phonemes are spectrally

close to the original.
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3.1.2 Diphone Network

The method of phonetic recognition based on the use of a
network of diphone templates was described briefly in our
proposal [51. Compiling the diphone templates into a network
implicitly forces the matcher to consider only seguences of
diphones that are consistent. Since writing the proposal,
several of the details have been changed. The diphone network
consists of nodes and directed arcs. an example of a simple
network is shown in Fig. 5. There are two major types of nodes:

phoneme nodes and spectrum nodes. The phoneme nodes (shown as

labeled circles) correspond to the midpoints of the phonemes;
there is one such node for each phoneme. These phoneme nodes are

connected by diphone templates. Each diphone template 1is

represented in the network as a sequence of spectrum nodes (shown

as dots).

Each spectrum node consists of a complete spectral template,
as well as a probability density of the duration of the node. A
spectral template is represented by means and standard deviations
for all 14 log-area-ratio (LAR) coefficients and gain. The
duration of a node is defined as the number of frames of input
aligned with the node. Nodes are connected to each other by

directed paths. When two or more consecutive spectra in the
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FIG. 4. Example of Diphone Template Network for Five Phonemes
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original diphone template are very similar, they are represented
by a single spectrum node in the network. Therefore, each
spectral node has an implicit self loop. The scoring used in the
matcher when this self loop path is taken depends completely on
the duration probapility density which has been collected during

the course of previous training.

The network representation as it has been described so far
would easily permit a matcher to determine diphone durations.
However, since the synthesizer requires phoneme durations, we
explicitly mark each diphone path in the network at the point
that corresponds to its phoneme boundary. The open dotsg in the
figure indicate the first spectrum node in the original diphone

template that is at or past the labeled phoneme boundary.

Several possible types of network structures are illustrated
in the example shown. For example, in Fig. 5 the diphone
template P1-P2 is distinct from the template p2-Pl. Also note
the possibility of diphones of the type P1-Pl. The network
allows for ¢two or more templates ‘going from one phoneme to
another (e.g., P2-Pl). Branching and merging of paths within a
template is also allowed (e.g., P1-P3). The network allows the
specification of diphones in context. The node P4/&P3 represents

the phoneme P4 followed only by P3. Thus the template pP2-P4/&P3
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can be different from the unconditioned template P2-P4. As
discussed in Section 2.2.3, we have allowed for the distinction
petween diphone templates that are within a syllable from those
that cross a syllable boundary. In the figure, one of the
diphone templates from P2 to Pl is marked as being across a
syllable boundary. This syllable boundary 1is indicated on the
spectral node marked as a phoneme boundary (shown as an
additional circle around the open dot). Finally, we allow for

the representation and compilatiocn of consonant clusters as a

single unit - even though the cluster may pe several phonemes
long. For example, the initial cluster [S-SIT-T-R] as in
"string" is acoustically different from the concatenated
diphones. Therefore, the sequence is compiled as a complete

unit. This means that the intermediate phoneme nodes (-SIT-T-)
are used only in this sequence, and they are not shared by other
diphones. Thus, there is no branching at these nodes. In the
example, the cluster [P1-P5-P3] is shown as a separate path. The
phoneme node named P5% indicates one of these unshared

intermediate nodes.

Diphone Network Compiler

The program that creates the diphone template network
(NETWORK) takes as input a text file similar to that read by the

synthesis diphone template compller (COMPOZ) . Like COMPOZ this
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compiler also permits the inclusion of incremental changes. That
is, we can replace diphone paths, or add additional optional
paths to the existing binary file witnout rerunning the compiler
on the original diphone templates. Not only does this preserve
program compatibility and eliminate the necessity for redundant
representation of the same information but it also greatly
reduces the amount of time necessary to produce a new large
network if it 1is only slightly different from a previously

compiled one.

Another feature of the format of the informaztion compiled is
that statistical information can later be added by the matcher
and be available for subsequent incremental additions. Both of
the above capabilities were facilitated by the design and use of
a memory management package. Thus memory freed by the release of
a block of data structure is available for later use. The memory
requirements for the network and matcher will be discussed

further in Section 3.2.2.

3.1.3 Matcher

Briefly, the analyzer chooses the sequence of templates that
best matches the input speech according to a distance measure.
Since the received speech is spectrally close to the original, it

is hoped that this procedure will suffer minimally from phoneme
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recognition errors. The network matcher uses a dynamic
programming algorithm which attempts toO find the seguence of

templates in the network that best ~atches the input.

The design of the matchér has been strongly motivated by the

following 4 considerations.
a) Sound Scoring Strategy
b) Continuous operation
¢) Alignment and training capability

d) Efficiency

0of these four considerations the first is perhaps the most
important. We feel that the scoring procedure should implement
(as accurately as possible) a well formulated scoring strategy.
The scoring philosophy requires that the score have components
that are derived fronm a knowledge of the particular path chosen
through the network (& priori), the amount of speech aligned with
each particular spectral template in the network (qurations) s and
the score derived from a spectral comparison between the input
spectrum and the template spectrum. The derivation of the

scoring strategy is discussed in Jetail in QPR #6, gection 3.i

(-1.

A second major consideration is that the matcher sverate

continuously, producing 1its output as 1it receives its input -
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with some delay - before acquiring all of the input. Thus the
matcher can be thought of as producing output as soon as it has
what it thinks is sufficient evidence to make a conclusion.
Operated in this mode, further input, regardless of what it ise
cannot cause the matcher to change previously produced output.
This is important because of the intended use of the recognizer

in a real-time vocoder application.

The third consideration, that of permitting the user
cause the matcher to find the begt alignment for the "correc
phoneme sequence and then use that aligned input is important fos
the continuing training of the recognition system, as well as to
allow debugging of the recognizer. These capabilities will Dbe

discussed further in Section 3.3.

The final consideration of efficiency has affected the
design of the network and matcher in many ways. This 1is

discussed further in Section 3.2.1.

3.1.4 Search Algorithm

The purpose of the matcher is to find the single path
through the network that best matches a sequence of input frames.
The program keeps a list of partial "theories" for the best path.

A theory consists of a detailed account of how a sequence of
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input frames is aligned with the network, along with a total
score for;that correspondence. For each input frame, the matcher
updates éach of the theories by the addition of the new frame.
This is ;llustrated in Fig. 6. Each theory spawns at least three
new thebries: one that corresponds to the new input frame being
aligne&'with the same node as the previous frame, one for each of
the nodes immediately following that most recent node, and one
for each possible pair of two successive spectral nodes. Thus,
in the example shown, the single initial theory (shown by the
vertical arrow) would result in 13 new theories - one at each
dot. aAfter all theories have been extended, if twl oOr more of
the new theories arrive at the same network node on the same
input frame, only the best scoring path is kept. Keeping only
the best scoring path constitutes our dynamic programming
algorithm. The remaining theories are then pruned back so that
only the best are kept. There are two parameters that determine
how many theories are kept at each step. The first is an
absolute maximum number of theories (stack length). The second
is the maximum ScCOre€ difference between the best theory and the
worst theory kept. If the maximum score difference is set to
infinity, then the search is & "bounded breadth search". If the
stack length is set to infinity, the algorithm is called a "beam

search". The most reasonable tradeof f between speed and accuracy
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is achieved when using both of these methods of pruning.
Typically, the number of theories kept 1is on the order of 1000

per frame.

To decide on the phonemes to transmit, the program examines
all the remaining theories after updating each theory with the
newest input frame. Tf all the theories have a common beginning
(in terms of exactly the same alignment of the input utterance
with the network), the phonemes and durations corresponding to

this common beginning are transmitted.

Once a phoneme and its duration have been determined, the
pitch is calculated using the weighted least squares method
currently used to determine pitch values for our diphone

synthecizer.

3.2 Program Ef“iciency Issues

As mentioned above, efficient operation of the program is an

important issue.

3.2.1 Speed

While the simulation is not expected to run in real time,
speed is still important. If the program takes several minutes

of CPU time to get a result for one sentence, then under a
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reasonable computer load average we must wait one half hour to

see the result. This reduces the number of variations we can

try.

From the start, the program Wwas designed to run as fast as
possible. However, the matcher algorithm outlined above requires
a large amount of processing. For each 10 ms frame, the program
must extend each of about 1000 theories, update them by walking
0, 1 or 2 steps through the network (resulting in about 10,000
theor ies), score each of these new nodes against the input frame,
keep a list of theories sorted by score; keep track of the
"genealogy" of all the theories so that it 1is known when all
theories agree. Below, we 1ist some of the search, sorting, and
dynamic programming techniques that were employed to reduce the
computation by about 4 orders of magnitude from that required for
the straightforward implementation.

Theory Merging

Since the program extends all theories by the addition of
the same input frazme at ore time, all theories at all times
include the same input. This means that the probabilistic scores
on different theories are directly comparable. Therefore, the
diphone network was designed such that if two theories merged

(i.e. arrived at the same node for the same input frame) only the
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best scoring theory is considered. When a theory is advanced,
the program checks a word in the new network node to see whether
this node has been reached by énother theory in this frame. This
word points to the previous theory that arrived there. The two
theories can be immediately compared (based only on previous
scores - without any spectral scoring at this point) and the
lower scoring theory deleted. Thus, the program need not create
all the data structure and score and sort 10,000 extended
theories. Rather it is more 1ike 3000. After all theories have
been extended, the program then can score and sort the remaining

theories.

Template Scoring

Since an important part of the score is based on the number
of input frames that match (are aligned with) a single spectral
node, theories that differ in this respect must be kept distinct.
This results in the same spectral node being matched against the
same input frame several times. For example, one theory may have
looped on a particular node two times, and another three times.
Wwhen these two theories are both advanced by self-looping again,
the program detects that this particular score has already been
computed. Rather than keeping a large matrix of scnre as a
function of node and input frame pair or, alternatively, c.earing

the score each time it was used, the program uses a slot in each
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spectral node reserved for this purpose. when the spectral
distance routine scores this node against an input frame, it
records the score and a time stamp in the node. If the spectral
distance routine notices that the time stamp in the node matches
the current time stamp, then it can merely use the stored sccre
and avoid a distance calculation.

Theory Sorting

As mentioned above, the program needs to know how to keep
only the best 1000 or so theories. One way to do this would be
to sort the 3000 or so extended theories, and then just keep the
best ones. However, since most sort routines require computation
proportional to the square of the length of the l1ist, the program
uses another method. It uses a partially sorted binary tree of
theories. The head of the ¢tree always contains the lowest
scoring theory. So a newly extended theory can be compared
directly against this theory to decide whether it will Dbe
retained. If so, then the new theory ripples down the binary
tree until it finds the correct spot. This requires only Log,N
comparisons. Thus, for N=1000, the savings is 1000/L0921000=100.
Timing statistics have shown us that the time required for this
binary partial sort is now small compared to the other processing

required in the recognizer.
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Spectral Distance Computation

A significant portion of the computation was expected to be
in the spectral distance computation. In addition to minimizing
the number of times that the routine is called, we would like to
make the routine 1itself as fast as possible. First, the
parameters are stored in fixed point format. (We did not lose
much accuracy. since the parameters were scaled up before
fixing.) Second, a careful examination of the compiled BCPL
routine revealed that the routine could be hand coded in assembly

language to be 4 times faster.

At this point, timing measurements indicate that less than
10% of the total CPU time is taken by the spectral distance

routine.

Beam Search vsS. Eounded Breadth Search

while the bounded breadth search described above is
efficient, there are times when the difference between the
highest score and the lowest score .s very large. I1f we put an
upper bound on this difference, then frequently most of the
theories can be eliminated. One desirable feature of this "beam
search"™ is that the number of theories kept grows when the
decision is not clear cut. Also, it becomes possible to estimate

(and control) the probability that the program will accidentally
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eliminate a theory that, if kept, would have been the best one.

Future Speed-Up

At this point, the program requires CPU time of about 20-30
times real time for a stack long enough to assure finding a path
similar to the best path. Since the time is not spent in the
sorting or scoring, it will be hard to make large speed
improvemants. The bulk of the time required is probably taken up
in all the many logical operations used to keep track of
theories, walk the network and decide what to do next. In any
case, the program is now fast enough so that we can try a
~easonable number of variations on a small data base during an
overnight batch run. Also, we can run the program comfortably

during the day to test and debug new featurecs.

3.2.2 Storage Requirements

In order that the program operate gquickly, the entire
network must reside in (virtual) memory. If the program had to
read pieces of the network from disk files as it ran, it would be
several times slower. Therefore, a concerted effort was made to

keep the data structures small, and share memory where possible.

The initial diphone template network was compiled from the
2800 or so synthesis diphone templates. The variable-frame-rate

compression described in Section 3.1.2 reduced the network by a
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factor of 2.5. The spectral parameters were quantized to 9 bit
fixed point values to conserve Space as well as time. Pointers
in the network structure were packed two per word. Even so, this
initial network just barely fit in memory (256K‘words) with the
matcher program. We expect that the final network will conta n
several instances of each diphone. This network could .ot
possibly (even with more compression) fit in one PDPl0 address

space.

Wwe do not view this as a significant problem for eventual
implementation, since large memory chips are rapidly becoming
inexpensive. Also, we shall soon be using a DEC VAX 11/780
computer, which has a much larger address space. The personal
computers being designed at BBN also feature a large virtual

memory.

As a temporary solution to this problem, we have modified
t+he BCPL compiler, our memory management package, and the user
programs in order to take advantage of the extended memory
capability of the KL10-TOPS20-Release 4 monitor. This currently
allows us to use up to 32 full address spaces for our program and
data. Since the program uses the BCPL "“structure" declarations,
switching from half-word pointers to full-word pointers did not

require as many source code changes as it would otherwise have
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required.

3.3 Training

Each diphone can be spoken in a variety of ways. Thegefore,
to correctly recognize these many variations as the same phoneme
string, the program must be trained with large amounts of natural
speech. There are three different ways that we have of training

the network.

3.3.1 Manual Training

The most straightforward approach to training the network on
a large variety of speech is simply to label (manually
transcribe) more speech. This transcribed speech can then be

processed by existing programs to add alternate paths to the

netwcork.
This method has the advantage of simplicity. There are
several disadvantages, however. First, each instance of a

particular diphone template would be independent. Therefore, the
statistical information (a priori path probabilities, LAR
standard deviations, duration probability densities) for each
template would oe deternined from rules rather than training.
That 1is, rather than obgerving several instances of the sune

diphone and using the accumulated data to estimate probability
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densities, the program would treat each instance as an
independent sample, and derive a Gaussian distribution for each
parameter using a fixed standard deviation. second, for those
diphones that are common, there might be hundreds of examples
pefore the average number of templates per diphone was high
enough. Third, the effort required to accurately label several
hundred sentences is tremendous. Fourth, this method requires
that the researcher who transcribes the speech know the best way
to transcribe each passade (one must often choose between similar
iabele) and the best rules for placement of phoneme poundaries,
as well as be able to use these rules consistently. These
problems could significantly affect performance.

Clustering of Diphone Templates

The first and éecond problems mentioned above can be
eliminated by writing a clustering program that would start with
the many instances of one diphone, and group them such that there
were only a few templates for each diphone, with statistics
derived from the data. Howeve , the third and fourth problems
(large amount of work, decisions made by humans) would still

exist.

3.3.2 1Interactive Training

One of the capabilities of the matcher is that the user can
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specify what answer it should get for a particular input speech
file. The researcher types in a list of phonemes that will be
required. If any of the phonemes is in guestion (e.g. AX VS. AH)
then the researcher can just type "ANY" which allows the program
to use the closest phoneme at this point. The user can also, il
desired, constrain the time that the matcher assigns to the
beginning of any phoneme. This is done in a flexible manner,
using an interactive command loov9. The user constrains the
boundary to be either: pbefore t, after t, at t, or between tl
and t2. This "forced alignment" can also be read in from a
standard label file, so if the training sentence has already bheen
transcribed, the user need not type in the required phoneme
string and times. The user ig provided with an editing facility
f~. these lists so that he may insert, delete, or replace items.
The user can save alignments on a file and later read them in.

There are also 9global commands that may be used to give the

matcher just the right amount of flexibility.

Two likely modes of interaction are outlined below. In the
first, the researcher has not carefully transcribed the training
utterance. By listening to it brieflv, he makes a list of the
phonemes (leaving out those about which he is unsure). Then, the

matcher is instructed to find the best alignment of the input

43




Report No. 4414 Bolt Beranek and Newman IncC.

utterance to the network underv the constraint of the phoneme
list. The user compares the printed alignment visually witn
parameter plots of the input utterance. If the alignment 1is
clearly wrong (a fairly rare occurrence) he constrains the time
for the beginning of one or two of the phonemes, and tells tne

matcher to "do it again”.

A second likely mode is that somecne has already transcribed
the utterance. The researcher reads in the transcription and
then, being skeptical, instructs the program to "fuzz" the time
constraints by two frames in each direction, so that if the
transcriber was cff by two frames, the matcher could still find
the correct alignment. He then changes any ques*-ionable phoneme
l1abels to "ANY" and instructs the matcher to find the best

(constrained) alignment.

Once the user is satisfied with part or all of the
alignment, he can instruct the matcher to "train" the network
using the training utterance. The basic commands available are:
Add to Statistics, Add new path, Add new diphone, Save the
Network. Each command asks for two time limits specifying a
region over which to apply the command. The first command
(statistics) causes the program to update the means and standard

deviations of the template parameters, as well as the node
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duration probability densities. "he second command (Add path)
causes the program to add in the specified speech as an alternate
branch to the section of network against which it was aligned.
If the spanned network contains a phoneme boundary, the program
asks which frame of the input should be marked as a boundary.
The third command (Add diphone) lets the user specify a whole new

template for a named diphone.

Using the training commands described, the user actually
changes the diphone template network. If he is unsure about or
not satisfied with a part of the alignment, he need not use that
part for training. At any point in the process, the user can

save the updated network cn a file.

It is hoped that this procedure, which amounts to
interactive clustering, might yield a set of templates that is
somehow more self-consistent. One drawback to this approach is
that it is a very slow process, requiring the researcher to spend

long hours correcting the matcher results.

3.3.3 Automatic Training

One could easily imagine a range of modes of training in
which the computer can make more of the decisions. For instance,

once the researcher has achieved the desired alignment, he could
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issue a command "Train" which would either add to the network
statistics or add new paths based on a simple local score
threshold. That is, if the match is fairly good, the program
would update the statistics. If ' he match was bad, it would

create a new path.

3.4 Testing and Performance

Most of this first year”’s work on the diphone network
recognition program has been spent in designing, implementing,
and testing all the features described in the network compiler
and matcher. In order to evaluate the performance of the
phonetic recognizer, we needed to test it in a reasonable
environment. This necessitated integrating the recognizer with

the phonetic synthesizer to complete the phonetic vocoder. We

. also knew that the system would not perform well without being

trained. These two efforts are outlined below.

3.4.1 Complete Phonetic Vocoder

To communicate with the phonetic synthesizer, the recognizer
must produce a sequence of triplets, each comprising a phoneme, a
duration, and a pitch value. As described in Section 3.1.3, each
time the matcher drops a theory, it automatically checks whether

this now means that there is some part of the answer that 1is
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common to all theories. This may happen one frame at a time, or
sometimes deletion of one theory may eliminate the last conflict
for several phonemes worth. In any case, for each frame of the
input, the program types out (to a terminal or to a disk file) a
symbol indicating the type of alignment: self loop, advance to a
new node, share the input frame between two nodes, whether the
node is marked as a phoneme or syllable boundary. The program
can also output the various components of the score for each
input frame, as well as the cumulative scores. Also, whenever
the matcher detects that the best path crosses a phoneme node in

the network, it types out the name of the phoneme node.

An addition was made to these typeout routines, such that
they would remember the names of all the phoneme nodes crossed,
the time of the phoneme boundaries, and whether the boundary was
also a syllable boundary. The program can then write a standard
transcription file which can be read in by the phonetic
synthesizer (as well as many other utility programs). The
synthesizer then reads in the pitch file for the input utterance,
and models the pitch by a weighted piecewise linear fit to
determine the pitch values. In a real phonetic vocoder, this

last function would reside in the recognizer.

Below we describe some of the benchmark experiments

47



Report NO. 4414 Bolt Beranek and Newman Inc.

performed.

3.4.2 Benchmark Experiments

The first, very short experiment performed, was tce try to
phonetically vocode a sentence. Wwe used the untrained network
constructed from only the synthesis diphone templates. 66% of
the phonemes were correctly recognized. However, there were many
extra phonemes in the output string. Upon examination of the
sequence of phonemes, we felt that it would be unintelligible
when synthesized. However, when we used this output in the
synthesizer, we found the sentence ceomewhat recognizable, though
there were problems. On playing the sentence to several naive
l1isteners, they understood most or all of the sentence. This led
us to believe that we were correct in assuming that even when the

phonemes were wrong, the spectrum would be close enough.

At this point, we wanted to measure the effect that training
would have. However, we did not want to wait until the network
was fully trained pefore testing it. Therefore, we recorded the
first paragraph of the Rainbow Passage two times (about 30 sec or
320 phones of speech each). The first reading of the paragraph
was manually transcribed and used to augment the network
(described in Section 3.3.1). We then tried to recognize the

gecond reading ot the paragraph. From careful examination of the
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second reading, we felt that 5% of the phonemes were actually
different, i.e., they were pronounced differently. This meant
that about 90% of the diphones in the second reading of the
paragraph had at least one template in the network that came from
natural speech - as opposed to the 2800 diphone templates
extracted from nonsense utterances that made up the rest of the

network.

The result of this small test was that 79% of the phonemes
in the second reading were recognized correctly. There were
still some extra phonemes in the output. On plaving the
synthesized speech resulting from this output, most listeners
understood most of the sentences. However, we felt that both the
quality and intelligibility would need to be improved before this

system would be acceptable.

The above result is encouraging. We must remember, however,
that the experiment was optimistic in that the diphone templates
were extracted from the same global environment as they would be
used. We might hope that the fact that in the final system, all
diphones will have several training samples, will make up for not
always having diphones trained in the same context. The mode of
training used in this experiment did not permit the use of

statistics. Also, we would hope that when the other diphones in
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the network have been rrained, they would be less likely to be

confused with the correct diphones.

In a third, short experiment, we carefully constructed
centences that contained a mixture of "trained" and "untrained"
diphones. One half of the diphones had not been trained on
natural speech. Those diphones that had been trained were used
in a completely different environment from that of the training
sentences. Wwhen tested on the matcher, 78% of the trained
diphones were recognized correctly, while only 40% of the
untrained diphones were recognized. Again, this test was not
extensive enough to predict the final performance of the system

after extensive training.

The above experiments tell us that trainina of the network
is wery important. It also tells us that there is a significant
difference between using natural speech versus nonsense speech.
Therefore, we may decide to delete each nonsense diphone template
from the network .s soon as there 1is a corresponding template
from natural speech to replace it. This capability has not vet
been added to the network compiler or matcher, though it would

probably be relutively straightforward.
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3.5 Coenclusion

We have, during the past year, designed and implemented an
initial version of a phonetic recognititn program particularly
suited to very-low-rate phonetic vocoding. The program uses a
network of diptone templates for recognition, which makes it most
compatible for use with the diphone template synthesizer. The
program was also designed to be flexible and allow interactive

training, so as to be useful as a research tool.

Our preliminary results, based on a small amount of training
to the speech of a single speaker are encouraging. While the
system will <clearly need more training and some logical

modifications, we feel that the final outcome will be good.
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4. MULTIRATE CODING

4.1 Introduction

The goal of the speech compression project this year has
been to design and test an embedded-code multirate adaptive
transform coder. The objective 1s to have a system capable of
operating at an arbitrary data rate in the range 2.5 to 9.6 kb/s.
It was also desired to let the transmission channel vary the bit
rate while the algorithm at the transmitter remained unaffected.
Thiz last constraint is satisfied by embedding the codes;, i.e.y
arranging the codes in such a manner that, when some bits are
discarded by the channel, the remainder of the received bits can

still be decoded in a meaningful way to produce a speech output.

To meet the requirements of the project, we chose a
frequency-domain approach or adaptive transform coding (ATC),
combined with our newly developed methods of high freguency
regeneration (HFR) by spectral duplication. The combined system
is basically a linear prediction (LPC) vocoder operating at 2.5
kb/s and embedded in a voice-excited coder which provides higher
speech quality at higher data rates. The voice-excited coder,
realized in the frequency domain by ATC techniques, always

operates at a fixed bit rate, say 16 kb/s. The multirate feature
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of the system is realized by allowing the nannel to strip off
come of the bits from the high rate system thereby achieving
lower data rates. Such a hybrid LPC-ATC system offered great

flexibility in meeting the goals of the proiject.

In the remainder cf this section we shall describe the

system briefly and highlight the varions aspects of our work.

4.2 System Description

The complete multirate coding system is shown in Fig. 7. At
the transmitter, the input speech signal is analyzed as in the
usual LPC vocoder, namely, LPC parameters, pitch, and gain are
derived, quantized, and coded. In addition, the speech signal is
inverse filtered, and the discrete cosine transform (DCT) of the
residual 1is taken. Wwith pitch known, the coefficient of a
one-tap pitch filter is derived from the residual. This pitch
filter, together with the LPC parameters, form the spectral model
to be used in the bit allocation process to perform the coding of
the DCT. The coded DCT components are then delivered to the

channel which may transmit all of the bits or suppress some of

them.

At the receiver, the DCT codes are Jjecoded to form a

baseband DCT. The fullband DCT of the residual is then
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reconstructed using the method of HFR by spectral duplication.
An inverse DCT vyields the time-domain reconstructed residual
waveform to be used as input to the all-pole LPC synthesis filter
to produce the speech output. 1In case all of the DCT components
are suppressed by the channel (lowest data rate), the receiver
becomes identical to that of a pitch-excited LPC vocoder and uses

a pulse/noise source as excitation to the synthesis filter.

4.3 Summary of Work Done

4.3.1 Modified ATC

Traditionally, in conventional ATC, one codes the DCT of the
speech signal itself. Perhaps the most salient feature in our
implementation of ATC is that we code the DCT of the linear
orediction residual. In the proposal [5] for this work and in
the sixth quarterly progress report (QPR #6) [7] on this
contract, we explained how one can quantize the DCT of he
residual rather than the DCT of speech. We explained that not
only both approaches yield the same signal to quantization noise
ratio, but also some advantages are accrued when coding the DCT
of the residual. One such advantage is that, when transmitting
the DCT of the residual, the all-pole synthesis required at the
receiver helps smooth frame-boundary discontinuities that would

normally be present because of frequency-domain quantization.
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Another advantage is that the DCT of the residual has a flat
spectral envelope. This property 1is particularly desirable for
regenerating the missing high-frequency components by spectral
duplication of the baseband. The HFR process creates a fullband
spectrum that contains the pitch information and has a flat
spectral envelope. Thus, the reconstructed spectrum is
particularly well suited for all-pole synthesis. Our approach is
to be contrasted with the case where the DCT of speech 1is
transmitted. Such a case is the frequency-domain counterpart of
so-called voice-excited coders that transmit a paseband of the
speech signal. Time-uomain implementations of voice-excited and
residual-excited coders have shown that the quality of the output
speech obtained with residual-excited coders is always preferred

to that obtained with voice-excited coders.

4.3.2 Bit Allocation

The sperctral model of speech used in bit allncation was
discussed in QPR #5 (3}]. Briefly, it consists of two components:
a smooth (LPC) spectral envelnpe, and a model for the harmonic
structure of the spectrum (the pitch filter). In QPR #6 [7] we
showed how Dbit allocation can Dbe interpreted as uniform
quantization of the logarithm of the weighted spectral model.

The weighting applied to the spectral model is the reciprocal of
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the desired spectral envelope for the output noise.

of uniform gquantization of the log-spectral-model

is shown

The process

in

Fig. 8. The dashed curves in the figure define the quantization

intervals and they take on the shape of the desired spectral

envelope of the output noise. 1In the absence of noise shaping,

these curves woulid be straight horizontal lines.

In

our

implementation of bit allocation, the spacing between the curves

ije 5 dB instead of the traditionally used 6 dB.

In

fact,

ideally, the spacing between the curves should not be the same

everywhere, i.e., the quantization should be non-uniform.

subject was discussed in detail in QPR #6 [71.

4.3.3 Embedded Multirate Coding

This

For each input frame, the transmitter transmits a block of

bits which is divided into two major parts. The first part

contains the bits representing the system parameters and the

second part contains the bits representing the DCT components.

One such block of bits is shown in Fig. 9. The [irst part of the

parameter codes is essentially identical to what is transmitted

by an LPC vocoder. The additional parameter sodes needed are:

pitch tap for the harmonic model of the DCT spectrur,

1

and HFR

codes to be discussed in Section 4.3.4. The maximum data rate of

16,000 b/s is achieved when the DCT of the fullband residual
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FIG. 7. Bit Allocation in ATC by Uniform Quantization of the
Log-Spectral-Model

transmitted. The minimum data rate achievable by the system
takes place when all the codes representing the DCT components
are suppressed by the channel. Intermediate data rates are
achieved by stripping off bits from the high data rate svstem.
Stripping off bits results in the suppression of low-variance

frequency components and/or high-frequency components, depending
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on how the stripping is performed. This aspect of the system is

explained below.

It is worth mentioning here that the transmitter itself can
strip off bits prior to transmission in the same manner as 1is
done by the channel. Thus, when a system is first turned on, the
initial bit rate need not be high and traffic congestion can be
avoided. Note that the receiver does not need to know where in

the system the bits are discarded.

The codes representing the DCT components are arranged in a
certain order prior to transmission. This ordering determines
which bits get discarded first, which, 1in turn, determines
whether high frequennv components oOr low variance components get
discarded. To study the tradeoff Dbetween the number of
transmitted bits, the gquantization accuracy, and the number of
transmitted frequency components, we investigated three
bit-crdering techniques. These were explained in detail in QPR

#7 [6] and we summarize them below.

The first bit-ordering technique, which we call the baseband
coder approach, is the simplest: the codes are arranged by order
of increasing frequency. When the channel strips off bits from

the end of each block, the high frequency components are
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discarded first. The remaining codes represent a low frequency
portion of the total bandwidth referred to as a baseband. As in
a baseband coder, the recei =r regenerates the missing
high-frequency components. We use the method of high-frequency
regeneration (HFR) by spectral duplication, which is explained in

Section 4.3.4.
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In the second bit-ordering technique we discard the least
significant bit of each DCT code, starting with the high
frequency components, until the desired rate is reached. 1If need
be, the next-to-least significant bits of each code are also
discarded. This method decreases the quantization accuracy
uniformly over the whole band. It is equivalent to having
performed the initial bit allocation with fewer bits, e.g., 120

bits instead of 250 bits for a rate of 9 kb/s instead of 16 kb/s.

In the third ordering technique, the discarded bits
represent DCT components with a relatively low variance. Since
the codelength obtained by pit allocation is directly
proportional to the relative variance of the DCT components, this
technique 1is realized bv discarding all 1l-bit codes, then all
2-bit codes, etc..., until the desired rate 1is achieved.
Referring back to Fig. 8, we can see that this technique
corresponds to having merged together into one large level, two
or more inner levels of the uniform gquantization of the
log-spectral-model. For example, at 9.6 kb/s, the method
corresponds roughly %o having merged the O-bit and 1l-bit steps

into one large -bit step.

When comparison is made at the same bit rate, the second and

tnird ordering techniques vyield a baseband that 1is generally
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narrower than that of the baseband coder approach. In exchange
for a smaller paseband width, the second and third techniques
provide some additional DCT components scattered in the
high~-frequency region. Further details on embedded coding are
found in QPR 7 (6], where we concluded that the first
bit-ordering technique, i.e.: the baseband ccler approach, vields
the best output speech quality for data rates in the range 6.4 to

9.6 kb/s.

4.3.4 High Frequency Regeneration

The aim of high frequency regeneration (HFR) 1is to recreate
the missing high frequency components of a signal.
Traditionally, SOWME form of non-linear distortion of the
time-domain signal is used, €.9., waveform rectification. More
recently, we introduced HFR methods where the missing components

are regenerated by duplicating the baseband components at high

frequencies [8]. We call this approach the spectral duplication
method of HFR. Spectral duplication aims at reconstructing a

fullband spectrum that has a harmonic structure and a flat

spectral envelope. Care must be taken not to interrupt the
harmonic structure of the signal spectrum. Oour initial efforts
were described in a 9rc - s annual report (1] while our more
recent work 1is detaiieu in QPR #7 [6]. We now summarize the

final algorithm that we are currently using.
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The HFR method 1is illustrated in Fig. 10. The analysis
process needed at the transmitter 1is as follows. First, a

nominal baseband of fixed width (1 KkHz2) is translated up irn
frequency to fill the region from 1 to 2 kHz. Second, to find an
optimal position for the baseband, the baseband is
cross-correlated with the actual fullband DCT present in that
region. The 1lag at which the correlation 1is maximum is
interpreted to be the point where the baseband best duplicates or
best matches the original DCT components. It is the harmonic
structure of the DCT that helps lock the baseband into place.
Thus, the method preserves the harmonic continuity of the DCT.
The lag value is transmitted by means of a 3-bit HFR code, which
accommodates lags between -3 and +4 spectral points. The same

process 1is repeated for higher frequency bands.

At the receiver, the received baseband is translated to its
nominal position (1 to 2 kHz) and additionally shifted by a few
spectral points as indicated by the HFR code. Since the received
baseband is seldom equal to 1 kHz in width, the regenerated bands
may either overlap one another or have gaps between them. These
cases are easily taken care of (QPR #7 ([6]). We now report on

the latest results obtained with the most recent versions of the

various aspects of the multirate system.
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4.3.5 Results

With the HFR method as outlined above, the results for the

baseband coder approach of embedded multirate coding are shown in

Table 1.
AVERAGE RECEIVED AVERAGE
TOTAL RATE BASEBAND WIDTH CODELENGTH
kb/s Hz bits/sample
16.0 3333 1.95
9.6 1400 2
Tz 2 870 2.4
6.4 670

[
wn
i~

"ABLE 1. Results Obtained with the Baseband Coder Approach for
Multirate Coding

From the table it can be seen that at 6.4 kb/s the average width
of the received baseband is about 670 Hz. This is gquite a narrow
baseband and constitutes the major obstacle for lowering the data
rate any further. At 6.4 kb/s, the quality of the synthetic
speech is acceptable, but lowering the bit rate further causes
the speech to be quite rough, hollow-sounding, and with

occasional pops. Thus, for rates below 6.4 kb/s, we recommend
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using the 2.5 kb/s LPC vocoder. For rates larger than 6.4 kb/s,
the average baseband width is substantially increased and the
quality of the sprech improves markedly. The quality at 16 kb/s

is very close to the original.

4.4 ronclusions

In this project, we have capitalized on the advantages of a
frequency-domain approach to realize a versatile embedded-code
multirate speech coding system. some of the advantages of our
system are: the ease with which spectral noise-shaping can be
implemented, the ease with which the tradeoff between
guantization accuracy and baseband width can be studied, the ease
with which the codes can be embedded for multirate operation, and
the ease with which high frequency regeneration can be done for
effective voice excitation. In addition, the system is suitable

for real-time implementation on existing array processors.
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APPENDIX A
CATEGORIZATION OF DIPHONES

CyV, DIPHONES (673)
c, P T K B D G CH Ji F V TH DH (25)
s 2 SH ZH W Y R L M N HH NX DX

Vi Iy JH EY EH 2E AA AO AH OW UH UW ER AYl (27)
OYl AWw YU IR CGR AR EYR UR AX IX AXR EL EM EN

Additions: (TQ EL] [TQ EM] [TQ EN]
Exceptions: [w YUl [y yu] [R YU] [DX YU] (DX UR]

V,C, DIPHONES (662)

Vo Vi except [AY1l] is replaced by [AY2] (27)
and [OYl] is replaced by [0Y2]

Co SIP SIT SIK SIR SID SIG SIC SIJ F \Y TH DH (25)
S Z SH ZH W Y R L M N HH NX DX

Exceptions: [yu w] [Yu Y] [Yu R] [AX DX] [IX DX] [AXR DX] [YU DX]
[EL NX] [2@ NX] [EN NX] [EL DX] [EM DX] [EN DX]

V3V4 DIPHONES (290)
V3 AA A0 AW AY2 IY ER EY OWw OY2 UW EL (11)
Vy Vq less [EM] [EN] (25)

Additions: [IH EL] [EH EL] [AE EL] [AH EL] [UH EL] [YU EL] [EL EM]
[IR EL] [OR EL] [AR EL] [UR EL] [AX EL] [IX EL] [EL EN]
[AXR EL] [EYR EL]

Exceptions: [EL EL]

69



Report No. 4414

C3#C4 DIPHONES

Cj P T K B

S Z SH ZH R M N NX

Cy Co less [NX] [DX

Additions: (v DX] [HH

Stop Consonant Diphone
siIXx X / & V Vl
SsIX X / & # é4 oy

X P T K B D

Dipthongs with Context

Y1 v2 / & V4 o Vy
Yyl Y2 / & Cy C,

b4 AY OY

Diphones with Silence

- VS VS V¢ less

- Cy4 Cy defined

Ve - v V. plus
6 6 3k

Cy - Cy defined

six X / & - X

Yyl Y2 / & - Y

Diphones from Clusters

Grand Total

]

W]

s with Context

Bolt Beranek and Newman Inc.

D G CH JH F

defined above
defined above

G CH JH

defined above
defined above

(aX] [IX] [AXR]
above
[EM] [EN]
above
defined above
defined above

70

(L]

TH DH

[EM]

[EN]

(462)

(20)

(23)

(400)

(216)
(184)
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APPENDIX B

EXHAUSTIVE LIST OF 2733 DIPHONES
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- AW
- EYR

- S1IG

AA
AA
AA
AA
AA
AA
AA
AE
AE
AE
AE
AE
AH
AH
AH
AH
A0
RO
AO
A0
AO
AO
ao
AO
AO
AR
AR
AR
AR
AW
AW
AW

UH
YU

AH
AY1l
EY
IX
OR
SIB
SIP

DH
M
SIB
SIP

HH
S1J

AE
AXR
ER
IR
NX
SH
SIK

ZH

SH
SIK

AH
AY1
EY

Bolt Beranek and Newman Inc.

APPENDIX B

4414

EXHAUSTIVE
- AA - AE
- AYl - DH
= B - HH
- M - N
- S - SH
- SIJ - SIK
- UR - UOW
- 2 - ZH
AA AO AA AR
AA DH AA DX
AA EYR AA F
AA TIY AA L
AA OW AA OY1
AA SIC AA SID
AA SIT AA TH
AA W AA Y
AE DX AE EL
AE N AE NX
AE SIC AE SID
AE SIT AE TH
AE ZH AH DH
AH L AH M
AH SH AH SIB
AH SIK AH SIP
AH Y AH 2
AC AH A0 RO
AO AY1 AO DH
AO EY AO EYR
AO IX AO IY
AO OR AO OW
AO SIB AO SIC
AO SIP AO SIT
AO V AO W
AR DH AR DX
AR M AR N
AR SIB AR SIC
AR SIP AR SIT
AR 2 AR ZH
AW AO AW AR
AW DH AW DX
AW EYR AW F

AH
EH
IH
OR
SIB
SIP

-V

DA
AA
AA

AA

AA
AA
AE
AE
AE
AE
AH
AH
AH
AH
AH
AO
AO
RO
AO
AO
AO
AO
AO
AR
AR
AR
AR
AW
AW
AW
AW

2

AW
EH
HH

SIG
UH
YU

SIG
DX

S5IC
SIT
ZH
AR
DX

oyl
SID
TH

r
ad

NX
SID
TH

AW
EH
HH

AW

AW
AW

LIST OF 2733 DIPHONES

RO
ER
IR
ow
SIC
SIT

AA
129:4
EL
IH

S1J
UR

HH

S1J

EL
NX
SID
TH

AW
EH
HH

SIG
UH
YU

SI1G
Y
AA
AX
EL
IH

AA

AR
EY
)94
oyl
SID
TH

AE
AXR
ER
IR
NX
SH
SIK

ZH
L
SH
SIK

SIG

AA
AX
EL
IH

SI1J
UR
HH
S1J
AE
AXR

ER
IR
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AW IX AW IY
AW OR AW OW
AW SIB AW SIC
AW SIP AW SIT
AW V AW W
AX DH AX EL
AX N AX NX
AX SIC AX SID
AX SIT AX TH
AX ZH AXR DH
AXR M AXR N
AXR SIB AXR SIC
AXR SIP AXR SIT
AXR Z AXR ZH
A7l AY2 / & -

AYl AY2 / & AH
AYl AY2 / & AW
AYLl AY2 / & AYL
AYl AY2 / & EH
AYl AY2 / & EY
AYl AY2 / & HH
AYl AY2 / & IX
AYl AY2 / & M
AYl AY2 / & OR
AYl AY2 / & K
Ayl Y2 / & SIB
AYl AY2 / & SIG
AYl AY2 / & SIP
AYl AY. / & UH
AYl AY2 / & V
AYl AY2 / & YU
AY2 - AY1l &
AY2 AH / AY1l &
AY2 AW / AY1l &
AY2 AYl / AYL &
AY2 EH / AY1l &
AY2 EY / AY1l &
AY2 HH / AY) &
AY2 IX / AY1l &
AY2 M / AYL &
AY2 OR / AY1l &
AY2 R / AY1l &
AY2 SIB / AY1l &
AY2 SIG / AYLl &
AY2 SIP / AYL &
AY2 UH / AYl &
AY2 V / AYl &
AY2 YU / AYL &

AW
AW
AW
AW
AW
AX
AX
AX
AX
AXR
AXR
AXR
AXR

AYl
AY1
AYL
AYl
AYl
AYl
AYl
AY1
AY1l
AY1l
AYl
AY1
AYl
AY1
AY1l
AY1
AY1l
AY?2
AY2
AY?2
AY2
AYZ
AY?2
AY2
AY2
AY2
AY?2
AY?2
AY?2
AY2
AY2
AY2
AY2
AY2

Bolt Beranek and Newman Inc.

I AW M
oyl AW R
SID AW SIG
TH AW UH
Y AW YU
F AX HH
R AX S
SIG AX SIJ
\Y% AX W
EL AXR F
NX AXR R
S1D AXR SIG
TH AXR V
AY2 / & AA
AY2 / & AO
AY2 / & AX
AY2 / & DH
AY2 / & EL
AY2 / & EYR
AY2 / & IH
AY2 / & IY
AY2 / & N
AY2 / & OW
AY2 / & S
AY2 / & SIC
AY2 / & SIJ
AY2 / & SIT
AY2 / & UR
AY2 / & W
AY2 / & 2
AA / AY1l &
AO / AY1l &
AX / AY1l &
DH / AYl &
EL / AYl &
EYR / AY1l &
IH / AY1l &
1Y / AYl &
N / AYLl &
ow / AYl &
S / AYl &
SIC / AYl &

S1J / AYl &
SIT / AYl &
UR / AYL &
W / AYl &
7 / AYLl &

73

AW N AW NX
AW S AW SH
AW SIJ AW SIK
AW UR AW UW
AW 2 AW ZH
AX L AX M
AX SH AX SIB
AX SIK AX SILP
AX Y AX Z
AXR HH AXR L
AXR S AXR SH
AXR SIJ AXR SIK
AXR W AXR Y
AYl AY2 / & AE
AYl AY?2 / & AR
AYl aY2 / & AXR
AYl AY2 / & DX
AYl AY2 / & ER
avl AY2 / & F

Avl AY2 / & IR
AYl AY2 / & L
AYl AY2 / & NX
AYl AY2 / & Oyl
AYl AY2 / & SH
AYl AY2 / & SID
AYl aY2 / & SIK
avl AY2 / & TH
AYl aY2 / & UW
AYl AY2 / & Y
AYl AY2 / & ZH
AY2 AE / AYL &
AY2 AR / AY1l &
AY2 AXR / AYl &
AY2 DX / & AYl
AY2 ER / AYl &
AY2 F / AYl &
aAY2 IR / AYl &
AY2 L / AY1l &

AY2 NX / AYLl &
AY2 OYl / AYLl &
AY2 SH / AY1l &

AY2
AY?2
AY?2
AY2
AY2
AY?2

SID / AYl &
SIK / AYl &
TH / AY1l &
UwWw / AY1l &
Yy / AY1l &
2H / AY1l &
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Wwwwwwowwow

B#
B#
B#
B#
B#

-/

SIB &

4414

AH / SIB &
AW / SIB &
Ayl / SIB &
EM / SIB &
EY / SIB &
IR / SIB &

L/

SIB &

oYl / SIB &
UR / SIB &
B#DH / SIB &

L/
R /
SIB
SIG
SIP

B#V /

B#
CH
CH
CH
CH
CH
CH
CH
CH
CH

vlvEvlvivlvlvRvRv v

D#
D#
D#

z /
AA
AO
AX
EH
EN

ow
UR

fg
(@]
NN NN

EN

SIB &
SIB &
/ SIB
/ SIB
/ SIB
SIB &

SIC

SIC &

SID

EYR / SID &

X /
ow /
uH /
W/

F /
M/
s /

SID
SID
SID
SID &
SID &
SID &
SID &

&
&
&

AA / SIB
AO / SIB
AX / SIB
EH / SIB
EN / SIB
EYR / SIB &
IX / SIB &
OR / SIB &

R / SIB &

UW / SIB &
B#F / SIB &
B#M / SIB &
B#S / SIB &
B#SIC / SIB &
B#SIJ / SIB &
B#SIT / SIB &
B#W / SIB &
B#7ZH / SIB &
CH AE / SIC &
CH AR / SIC &
CH AXR / SIC &

[~ B~ I o I 1 i * o)

WwWwwwwwowww

CH EL / SIC &
CH ER / SIC &
CH IH / SIC &

CH 1Y / SIC &
CH oYl / SIC &
CH UW / SIC &
CH#F / SIC &
CH#M / SIC &
CH#S / SIC &
CH#SIC / SIC &
CH#S1J / SIC &
CH#SIT / SIC &
CH#W / SIC &
CH#2H / SIC &
AE / SID &
AR / SID &
AXR / SID &
EL / SID &
ER / SID &
IH / SID &
1Y / SID &
oYl / SID &
UR / SID &
YU SID &
D#HH / SID &
#N / SID &
D#SH / SID &

vlvivivivlvRvlvivie)
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B AE / SIB &
B AR / SIB &
B AXR / SIB &
B EL / SIB &
B ER / SIB &
B IH / SIB &
B 1Y / SIB &
B OW / SIB &
B UH / SIB &
B YU / SIB &
B#HH / SIB &

B#N / SIB &
B#SH / SIB &
B#SID / SIB &
B#SIK / SIB &
B4#TH / SIB &
B#Y / SIB &

CH - / SIC &
CH AH / SIC &
CH AW / SIC &
CH AYl / SIC &

CH EM / SIC &
CH EY / SIC &
CH IR / SIC &
CH OR / SIC &
CH UH / SIC &
CH YU / SIC &
CH#HH / SIC &

CH#N / 3IC &
Cy#sSH / SIC &
CH#SID / SIC &
CH#SIK / SIC &
CH#TH / SIC &
CH#Y / SIC &

- / SID &

AH / SID &
AW / SID &
Ayl / SID &
EM / SID &
EY / SID &
IR / SID &
OR / SID &

R / SID &

Uw / SID &
DyDH / SID &
D#L / SID &
D#R / SID &
D#SIB / SID &

guouUuobooouvuy
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D#SIC / SID &
D#SIJ / SID &
D#SIT / SID &
D#W / SID &
D#ZH / SID &

DH - DH AA
DH AW DH AX
DH EM DH EN
DH IR DH 1X
DH UH DH UR
DH#HH DH#L
DH#SH DH#SIB
DH#SIK TH#SIP
DH#Y 9):¢ ¥/
DX AO DX AR
DX EH DX EL
D¥ EYR DX IH
DX OW DX OYl
FH EL EH F
EH NX EH R
EH SID EH SIG
EH TH EH V
EL - EL AA
EL AW EL AX
EL EN EL ER
EL IX EL IY
EL UR EL UW
EL#L EL#M
EL#SIB EL#SIC
EL#SIP EL#SIT
EL#2Z EL#ZH
EM L EM M
EM SIB EM SIC
EM SIP EM SIT
EM Z EM ZH
EN L EN M
EN SIB EN SIC
EN SIP EN SIT
EN 2Z EN ZH
ER AO ER AR
ER DH ER DX
ER EYR ER F
ER 1IY ER L
ER OW ER OY1l
ER SIC ER SID
ER SIT ER TH
ER W ER Y
EY AA EY AE

D#SID / SID &
D#SIK / SID &
D#TH / SID &
D#Y / SID &

Bolt Beranek and Newman Inc.

DH AE DH AH
DH AXR DH AY1l
DH ER DH EY
DH 1Y DH OR
DH UW DH YU
DH#M DH#N
DH#SIC DH#SID
DH#SIT DH#TH
DH#ZH DX AA
DX AW DX AX
DX EM DX FEN
DX IR DX IX
DX TH DX UW
EH HH EH L
3IH S EH SH
EH SIJ EH SIK
EH W EH Y
EL AE EL AH
EL AXR EL AYl
EL EY EL EYR
EL OR EL OW
EL YU EL#DH
EL#N EL#R
EL#SID EL#SIG
EL#TH EL#V
EM - EM DH
EM N EM R
EM SID EM SIG
EM TH EM V
EN - EN DH
EN N EN R
EN SID EN SIG
EN TH EN V
ER - ER AA
ER AW ER AX
ER EH ER EL
ER HY ER IH
ER M ER N
ER R ER S
ER SIG ER SIJ
ER UH ER UR
ER YU ER 2
EY AH Ey AO
7k

D#SIG / SID &
D#SIP / SID &
D#V / SID &
D#Z / SID &

DH AO DH AR
DH EH DH EL
DH EYR DH IH
DH OW DH 0OYl
DH#DH DH#F
DH#R DH#S
DH#SIG DE#SIJ
DH#V DH#W
DX AE DX AH
DX A¥%R DX AY.
DX ER DX EY
DX 1Y DX OR
EH DH EH DX
EH M EH N
EH SIB EH SIC
EH SIP EH SIT
EH 2Z EH ZH
EL AO EL AR
EL EH EL EM
EL IH EL IR ‘
EL Oyl EL UH
EL#F EL#HH
EL#S EL#SH
EL#SIJ EL#SIK
EL#W EL#Y
EM F EM HH
EM S EM SH
EM SIJ EM SIK
EM W EM Y
EN F EN HH
EN S EN SH
EN S1J EN SIK
EN W EN Y
ER AE ER AH
ER AXR ER AYl
ER ER ER EY
ER IR ER IX
ER NX ER OR
ER SH ER SIB
ER SIK ER SIP
ER UW ER V
ER ZH EY -
EY AR EY AW
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EY AX EY AXR
EY EL EY ER
EY IH EY IR
EY N EY NX
EY S EY SH
LY SIJ EY SIK
EY UR EY UW
EY 2 EY ZH
EYR HH EYR L
EYR S EYR SH
EYR SIJ EYR SIK
EYR W EYR Y
F AE F AH

F AXR F AYl
F ER F EY

F IY F L

F UH F UR
F#HH F#L
F#SH F#SIB
F#SIK F4#SIP
F#Y F#2

G - / SIG &

G AH / SIG &

G AW / SIG &

G AYl / SIG &

G EM / SIG &

G / SIG &

G IR / SIG &

G L / SIG &

G OYl / SIG &

G UR / SIG &

G YU / SIG &

G#HH / SIG &
G#N / SIG &

G#SH / SIG &
G#35ID / Si: &
G#SIK / SIG &
G#TH / SIG &
G#Y / SIG &

HH AA HH AE
HH AX HH AXR
HH EN HH ER
HH IX HH IY
HH UR HH UW
IH EL IH F
IH NX IH R
IH SID IH SIG
IH TH IH V

B o b 1 e e s e 2

—m—

Bolt Beranek and Newman Inc.
EY AYl EY DH EY DX EY EH
EY EY EY EYR EY F EY HH
EY IX EY IY EY L EY M
EY OR EY OW EY OYl EY R
EY SIB EY SIC EY SID EY SIG
EY SIP EY SIT EY TH EY UH
EY V EY W EY Y EY YU
EYR DH EYR DX EYR EL EYR F
EYR M EYR N EYR NX EYR R
EYR SIB EYR SIC EYR SID EYR SIG
EYR SIP EYR SIT EYR TH EYR V
EYR 2 EYR ZH F - F AA
F AO F AR F AW F AX
F EH F EL F EM F EN
F EYR F IH F IR F IX
F OR F OW F OY1l F R
F UW F YU F#l H F#F
F#M F#N F#R F#S
F#SIC F#SID F#SIG F#SIJ
F#SIT F#TH F#V F4#W
F#ZH
G AA / SIG & G AE / SIG &
G A0 / SIG & G AR / SIG &
G AX / SIG & G AXR / SIG &
G EH / SIG & G EL / SIG &
G EN / SIG & G ER / SIG & ‘
G EYR / SIG & G IH / SIG &
G IX / SIG & G Iy / SIG &
G / SIG & G oW / SIG &
G R / SIG & G UH / SIG &
G UW / SIG & G W / SIG &
G#DH / SIG & G#F / SIG &
G#L / SIG & G#M / SIG &

G#R / SIG &

G#SIB / SIG &
G#SIG / SIG &
G#SIP / SIG &

G#V / SIG &

G#2 / SIG &

HH AH HH AO
HH AY1l HH EH
HH EY HH EYR
HH OR HH OW
HH W HH YU
IH HH IH L
IH & IH SH
IH SIJ IH SIK
IH W IH Y

76

o

A e e e M e e i e e e el e Bl i e

G#c / SIG &
G#SIC / SIG &
G#SIJ / SIG &
G#SIT / SIG &
G#w / SIG &
G#ZH / SIG &

HH AR HH AW
HH EL HH EM
HH IH HH IR
HH OY1l HH UH
IH DH IH DX
IH M IH N
IH SIB IH SIC
IH SIP IH SIT
IH Z IH ZH
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IR DH IR DX IR EL IR F IR HH IR L
IR M IR N IR NX IR R IR S IR SH
IR SIB IR SIC IR SID IR SIG IR SIJ IR SIK
IR 5IP IR SIT IR TH IRV IR W IR Y
IR 2 IR ZH IX DH IX EL IX F IX HH
IX L IX M IX N IX NX IX R IX S
IX SH IX SIB IX SIC IX SID IX SIG IX SIJ
IX SIK IX SIP IX SIT IX TH IX Vv IX W
IX Y IX 2 IX ZH LY = IY AA 1Y AE
IY AH 1Y AO IY AR 1Y AW IY AX IY AXR
IY AY1 IY DH IY DX IY EH IY EL IY ER
1Y EY IY EYR IY F 1Y HH IY IH IY IR
IY IX IY 1Y IY L IY M IY N IY NX
IY OR IY OW IY 2Y1] IY R 1Y S IY SH
IY SIB IY SIC IY SID 1Y SIG IY SIJ IY SIK
IY SIP IY SIT IY TH 1Y UH IY UR 1Y UW
IY V IY W IY Y IY YU 1Y 2 1Y ZH
JH - / SIJ & JH AA / SIJ & JH AE / SIJ &
JH AH / SIJ & JH A0 / SIJ & JH AR / SIJ &
JH AW / SIJ & JH AX / SIJ & JH AXR / SIJ &
JH AY1l / SIJ & JH EH / SIJ & JH EL / SIJ &
JH EM / SIJ & JH EN / SIJ & JH ER / SIJ &
JH EY / SIJ & JH EYR / SIJ & JH IH / SIJ &
JH IR / SIJ & JH IX / SIJ & JH 1Y / SIJ &
JH OR / SIJ & JH OW / SIJ & Jd Oyl / SIJ &
JH UH / SIJ & JH UR / SIJ & JH UW / SIJ &
JH YU / SIJ & JH4#DH / SIJ & JH#F / SIJ &
JH#HH / SIJ & JH#L / SIJ & JH#M / SIJ &
JH#N / S1J & JH$R / SIJ & JH#S / SIJ &
JH#SH / SIJ & JH#SIB / SIJ & JH$SIC / SIJ &
JH#SID / SIJ & JH$#SIG / SIJ & JH#SIJ / SIJ &
JU#SIK / 51J & JH#SIP / SIJ & JH#SIT / SIJ &
JH$TH / SIJ & JH#V / SIJ & JH#W / SIJ &
JH#Y / SIJ & JH$Z / SIJ & JH#ZH / SIJ &
K - / SIK & K AA / SIK & K AE / SIK &
K AH / SIK & K A0 / SIK & K AR / SIK &
K AW / SIK & K AX / SIK & K AXR / SIK &
K AYl / SIK & K EH / SIK & K EL / SIK &
K EM / SIK & K EN / SIK & K ER / SIK &
K EY / SIK & K EYR / SIK & K IH / SIK &
K IR / SIK & K IX / SIK & K IY / SIK &
KL /S SIK & KL / SIK & K OR / SIK &
K OW / SIK & K Oyl / SIK & K R/ S SIK &
K R / SIK & K U4 / SIK & K UR / SIK &
K UW / SIK & KW/ S SIK & K W/ SIK &
K YU / SIK & K#DH / SIK & K$F / SIK &
K#HH / SIK & K#L / SIK & K$M / SIK &
K#N / STIK & K#R / SIK & K#S / SIK &

77
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K#SH / SIK &
K#SID / SIK &
K#SIK / SIK &
K#TH / SIK &
K#yY / SIK &

ic-icicJicRC -4 mull oyl ml sl o

AA
J29.4
EN
IX
UR
AH
AYl
EY
OR
YU
M#N

M#SID
M#TH

N -

N AW
N EL
N IH
N OYl

N#F
N#S

N#SIJ

N#W

NX
NX
NX
NX
NX

AE
AXR
ER
IY
19

NX#M
NX#SIC
NX#SIT
NX#ZH

OR
OR
OR
OR
oW
ow
oW
ow
ow
oW
oW
ow

L
SH
SIK
Y
AH
AYl
EY
IX
OR
SIB
SIP
v

jc-Jic-ic-Jc -4 nall wul mul o

zZ =
Ik 9%

M#

14

AR
AXR
ER
IY
UW
a0
ER
EYR

w0 O
m=

SIG

M#V

N

N
N

N#
N#
N#
N#
NX
NX
NX
NX
NX
NX

an
J29:4
EM
IR
UH
HH
SH
SIK
Y
AH
AY)
EY
OR
YU
#N

NX#S1ID

NX

#TH

OR DH
OR M
OR SIB
OR SIP
OR 2
Ow A0
OWw DH
OW EYR
ow Iy
oW OW
ow SIC
OW SIT
oW W

K#SIB / SIK &
K#SIG / SIK &
K#SIP / SIK &
K#v / SIK &
K#Z / SIK &

jc-JicJc4ic4 el ey o

AH
AYl
EY
OR
YU
AR
EL
IH
oYl

M#F
M#S
M#SIJ
M#W

N
N
N
N
N

AE
AXR
EN
IX
UR

N#L
N#SIB
N#SIP
N#7Z

NX

AO

NX EH
NX EYR
NX OW
NX#DH
NX#R
NX#SIG
NX#V
OR DX
OR N
OR SIC
OR SIT
OR ZH
OW AR
Ow DX
OW F
oW L
oW OYl
Ow SID
OW TH
ow Y

j-JicicJic-hc4l eyl o

Bolt Beranek and Newman Inc.

AO
EH
EYR
ow

AW

EM

IR
UH

M#HH

M#
M#

SH
SIK

M#Y

N
N
N
N

AH
Ayl
ER
Iy

N UW
N#M

N#
N#
N#
NX
NX
NX
NX
NX
NX
NX
NX
OR
OR
OR
OR
oW
oW
oW
oW
oW
oW
oW
ow
ow

78

SIC
SIT
ZH
AR
EL
IH
oYl
#F
#S
#S1J
#w
EL
NX
SID
TH
AW
EH
HH
M
R
SIG
UH
YU

K4#SIC / SIK &
K4#SIJ / SIK &
K4SIT / SIK &

K#Ww / SIK &
K#ZH / SIK
AR
EL
IH
oYl
RA
AX
EN
IX
UR
M#L
M#SIB
M#SIP
M#2Z

N AO

N DX

N EY

N OR
N YU
N#N
N#SID
N#TH
NX -
NX AW
NX EM
NX IR
NX UH
NX #HH
NX#SH
NX#SIK
NX#Y
OR F
OR R
OR SIG
OR V
OW AA
oW AX
OW EL
OW IH
OW N
oW S
OW SIJ
OW UR
oW Z

2P0

&

L AW
L EM

L IR

L UH

M AE

M AXR
M ER

M IY

M UW
M#M
M#SIC
M#SIT
M#ZH

N AR

N Ei

N EYR
N OW
N#DH
N#R
N#SIG
N#V

NX AA
NX AX
NX EN
NX IX
NX UR
NX#L
NX#SIB
NX4SIP
NX$2Z
OR HH
OR S
OR SIJ
OR W
OW AE
OW AXR
OW ER
OW IR
OW NX
OW SH
oW SIK
oW UW
oW ZH
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oYl oY2 / & -
oYl OY2 / & AH
oYl OY2 / & AW
oYl OY2 / & AYl
oYl OoY2 / & EH
oYl oy2 / & EY
oYl OY2 / & HH
oYl 0Y2 / & IX
oYl OY2 / & M
oYl OY2 / & OR
oYl OY2 / & R
oYl ov2 / & SIB
oYl oY2 / & SIG
oYl oYy2 / & SIP
oYl OY2 / & UH
oYl oY2 / & V
oYl OY2 / & YU
oY2 - / OYl &
oY2 AH / OYl &
oY2 AW / OYl &
oY2 AYl / OYl &
oY2 EH / OYl &
oY2 EY / OYl &
oY2 HH / OYl &
oY2 IX / OYl &
0Y2 M / OYl &
oY2 OR / OYl &
0Y2 R / OYl &
oY2 SIB / OYl &

0Y?2
0Y?2

SIG / OYl &
sip / OYl &

0Y?2
oYy?2
(Y2
- / SIP &
AH / SIP &
aw / SIP &
AYl / SIP
EM / SIP &
EY / SI? &
IR / SIP &
L / 5 SIP
Ow / SIP &
R / SIP &
Uw / SIP &
P#F / SIP &
P#M / SIP &
P#S / SIP &

UH / oYl
v / OYl

WYy gyogtood

&
&

YU / OYl &

&

&

oYl OY2 / & AA
oyl oY2 / & RO
oYl OY2 / & AX
oyl OYy2 / & DH
oYl oY2 / & EL
oYl OoY2 / & EYR
oyl oY2 / & TH
oyl oy2 / & IY
oyl oy2 / & N
oYl 0Y2 / & OW
oyl oy2 / & S
oyl oy2 / & SIC
oyl oy2 / & SIJ
oYl oY2 / & SIT
oYl OY2 / & UR
oyl OY2 / & W
oYl oY2 / & Z
oY2 AA / OYl &
oY2 AO / OYl &
oy2 AY / OYl &
oY2 DH / OYl &
oY2 EL / OYl &
oY2 EYR / OYl &
oy2 IH / OYl &
oY2 1Y / OYl &
oY2 N / OYl &
oY2 ow / OYl &
oY2 S / OYl &
oY2 SIC / OYl &
oY2 S1J / OYl &
oY2 SIT / OYLl &
oY2 UR / OYl &
oY2 W / OYl &
oY2 z / OYl &

P AA / SIP &

P AO / SIP &

P AX / SIP &

P EH / SIP &

P EN / SIP &

P EYR / SIP &

P IX / SIP &
FL / SIP &

p oYl / SIP &

I UH / SIP &

P YU / SIP &

P$HH / SIP &
P#N / SIP &
P4SH / SIP &
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oyl oY2 / & AL
oYl OoY2 / & AR
oyl oYz / & AXR
oyl oY2 / & DX
oYl OoY2 / & ER
oyl oy2 / & F
oyl oY2 / & IR
oyl oy2 / & L
oYl OoY2 / & NX
oyl OoYy2 / & OY1
oYl oy2 / & SH
oYl OY2 / & SID
oyl oY2 / & SIK
oyl oy2 / & TH
oyl OY2 / & UW
oYl OY2 / & Y
oYl oY2 / & ZH
oY2 AE / OYl &
oY2 AR / OYl &
0Y2 AXR / OYl &
oY2 DX / OYl &
oY2 ER / OYl &
oY2 F / OYl &
oY2 IR / OYLl &
oy2 L / OYl &
oY2 NX / OYl &
oY2 oyl / OYl &
oY2 SH / OYl &
oY2 SID / OYl &
oY2 SIK / OYl &
oy2 TH / OYl &
oY2 UW / OYl &
oY2 Y / OYLl &
oy2 zH / OYLl &
P AE / SIP &

P AR / SIP &

P AXR / SIP &

P EL / SIP &

P ER / SIP &

P IH / SIP &

p 1Y / SIP &

P OR / SIP &
PR/ S SIP &

P UR / SIP &

P4#DH / SIP &
P#L / SIP &
P#R / SIP &
P#SIB / SIP &
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P#SIC / SIP & P4#SID / SIP & P4#SIG / SIP &
P#SIJ / SIP & P4#SIK / SIP & P#SIP / SIP &
P#SIT / SIP & P#TH / SIP & P4V / SIP &

P#w / SIP & P#Y / SIP & P#72 / SIP &

P#2zH / SIP &

R - R AA R AE R AH R AO R AR
R AW R AX R AXR R AYl R EH R EL
R EM R EN R ER R EY R EYR R IH
R IR R IX R IY R OR R OW R OYl
R UH R UR R UW R#DH R#F R#HH
R#L R#M R#N R#R R#S R#SH
R#SIB R$SIC R#SID R#SIG R#SIJ R#SIK
R#SIP R#SIT R#TH R#V R#W R#Y
R#72Z R#ZH S b= S AA 5 AE S AH
S A0 S AR S AW S AX S AXR S Ayl
S EH S EL S EM S EN S ER S EY
S EYR S IH S IR S IX S IY S L

S M S N S OR S OW s oyl S SIK
S SIXx / & K L S SIK / & K R S SIK / & KW

S SIP

s si1p / & P L s SIp / & P R

S SIT

S sIT / &« TR

S UH S UR S Uw S W S YU S#DH
S#F S#HH S#L S#M S#N S#R
S#S S#SH S#SIB S#SIC S#SID S#SIG
S#SIJ S#SIK S#SIP S#SIT S#TH S#V
S#W S#Y S#2 S#ZH SH - SH AA
SH AE SH AH SH AO SH AR SH AW SH AX
SH AXR SH AYl SH EH SH EL SH EM SH EN
SH ER SH EY SH EYR SH IH SH IR SH IX
SH IY SH OR SH OW SH oYl SH R SH UH
SH UR SH UW SH YU SH#DH SH#F SH#HH
SH#L SH#M SH#N SH#R SH#S SH#SH
SH#SIB SH#SIC SH#SID SH#SIG SH#SIJ SH#SIK
SH#SIP SH#SIT SH#TH SH#V SH#W SH#Y
SH#7Z SH#ZH

SIB B / & # DH sIB B/ & #F SIB B / & # HH
SIB B/ & # L SIB B/ & # M SIB B/ & #N
SIB B/ & # R SIB B/ & # S SIB B / & # SH
SIB B / & # SIB SIB B / & # SIC SIB B / & # SID
SIB B / & # SIG siB B8 / & # SIJ SIB B / & # SIK
SIB B / & # SIP SIB B / & # SIT SIB B/ & # TH
SIBB / & %V SIB B/ & #W SIBB/ & #Y
SIB B/ & # Z SIB B / & # ZH SIB B / & -

SIB B / & AA SIB B / & AE SIB B / & AH
SIB B / & AO SIB B / & AR SIB B / & AW
SIB B / & AX SIB B / & AXR SIB B / & AYl
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